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ABSTRACT:  

Monkeypox is a viral disease that has recently rapidly spread. Experts have trouble diagnosing 
the disease because it is similar to other smallpox diseases. For this reason, researchers are 

working on artificial intelligence-based computer vision systems for the diagnosis of 

monkeypox to make it easier for experts, but a professional dataset has not yet been created. 

Instead, studies have been carried out on datasets obtained by collecting informal images from 

the Internet.  The accuracy of state-of-the-art deep learning models on these datasets is 

unknown. Therefore, in this study, monkeypox disease was detected in cowpox, smallpox, and 

chickenpox diseases using the pre-trained deep learning models VGG-19, VGG-16, MobileNet 

V2, GoogLeNet, and EfficientNet-B0.  In experimental studies on the original and augmented 

datasets, MobileNet V2 achieved the highest classification accuracy of 99.25% on the 

augmented dataset. In contrast, the VGG-19 model achieved the highest classification accuracy 

with 78.82% of the original data. Considering these results, the shallow model yielded better 

results for the datasets with fewer images. When the amount of data increased, the success of 
deep networks was better because the weights of the deep models were updated at the desired 

level. 
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INTRODUCTION 

Monkeypox is a viral disease transmitted from animals to humans that has clinical symptoms 

previously seen in smallpox patients but is less severe. Monkeypox first occurred in the tropical 

rainforest regions of Central and Western Africa, where it has spread to other regions. The disease is 

transmitted by close contact with an infected person or animal, or by contact with infected materials. 

The typical clinical symptoms of monkeypox include fever, rash, and swollen lymph nodes, which can 

lead to various complications. These symptoms usually last 2-4 weeks but can be very severe. Recent 

case fatality rates range from 3% to 6%(WHO, 2022). Vaccines previously developed for smallpox are 

used to prevent and protect against the disease, and vaccines are also being developed specifically for 

monkeypox. This disease is called monkeypox because it emerged among macaque monkeys in an 

animal facility in Denmark in 1958 while they were not the host of the virüs (Memariani and 

Memariani, 2022). Monkeypox was first observed in humans in 1970 in the Democratic Republic of 

the Congo (Parker and Buller, 2013). In 2003, an outbreak was caused by animal shipment from 

Ghana to the United States. Currently, human monkeypox is observed in 10 African countries and four 

countries outside Africa (Bunge et al., 2022). According to CDC data, as of October 2022, a total of 

28302 cases were seen in the United States and only 6 of them resulted in death. The global number of 

cases was recorded as 76806 (CDC, 2022). 

Similar to any other disease, early diagnosis is important for monkeypox. Early diagnosis is vital 

for preventing this disease and reducing the risk of contamination. However, a wide range of diseases 

can occur on the skin. These include other smallpox diseases, cancers, and other lesions. For this 

reason, it can be very difficult to diagnose monkeypox visually. For this, experts resort to methods 

such as pathology, where they can obtain definitive results, but this causes both a loss of time for early 

diagnosis of the disease and high costs in terms of cost. Given the lack of adequate laboratory facilities 

in most countries, diagnosis, isolation, and treatment are delayed, which can lead to further infection 

and death. For these reasons, researchers have developed various methods for the AI-assisted diagnosis 

of skin diseases (Alenezi et al., 2023; Bhatt et al., 2022; Elashiri et al., 2022; Monisha et al., 2018; 

Qian et al., 2022; Wei et al., 2022; Xin et al., 2022). 

Today, machine learning (ML) and deep learning (DL) methods are widely used for early 

diagnosis of many diseases. For this purpose, various imaging modalities and datasets obtained from 

medical data are used. In particular, deep learning methods are very successful in classification 

problems (Bayat and Işık, 2022; O. Inik et al., 2019; Ö. Inik and Turan, 2018) and shorten the early 

diagnosis process by inferring from images in the diagnosis of multi-class diseases, such as brain 

tumors. Deep learning methods are widely used in many medical classification problems, such as the 

classification of dermatological diseases (Zhou et al., 2022), cardiovascular diseases (Li et al., 2023), 

Alzheimer's disease (Hu et al., 2022), Parkinson's disease (Rezaee et al., 2022), chest diseases (Ibrahim 

et al., 2021), colon cancer and diseases (Pacal et al., 2020; Pacal and Karaboga, 2021) breast cancer (İ. 

Pacal, 2022), and brain tumors (Jia and Chen, 2020). Likewise, studies have been conducted on the 

classification and diagnosis of the above-mentioned diseases using ML methods (Aljaddouh and 

Malathi, 2022; Bhattacharjee et al., 2022; Ferreira et al., 2022; Shinde et al., 2022; Swathy and 

Saruladha, 2022; Vankdothu and Hameed, 2022; Vuidel et al., 2022). In addition, there are also hybrid 

studies in the literature where ML and DL methods are used together to achieve high success in the 

diagnosis of diseases (Alenezi et al., 2023; Nguyen et al., 2022; Rezaee et al., 2022; Talukder et al., 

2022). 
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As with the diagnosis of other diseases, there are several studies in the literature on the diagnosis 

of monkeypox. These studies were conducted using datasets created by the authors. (Ali et al., 2022) 

conducted a study to classify skin lesions using pre-trained CNN models on a self-created dataset, 

including measles, monkeypox, and chickenpox. ResNet50, VGG16 and InceptionV3 models were 

used as pre-trained CNN models in the study. As a result of the experimental studies, the highest 

classification accuracy of 82.96% was achieved. (Islam et al., 2022) created a web-scrabbing-based 

dataset to pioneer studies in this field owing to the scarcity of skin images of monkeypox disease and 

conducted a study on this dataset. The dataset includes 6 classes: monkeypox, cowpox, chickenpox, 

smallpox, measles and healthy. In the study, 7 different pre-trained CNN models were used. As a result 

of the experimental studies, the ShuffleNet-V2 model reached the highest rate with 79%. (Ahsan et al., 

2022) created their own dataset, as in previous studies, and trained it on a modified VGG16 network. 

As a result of the training, they achieved an 83% classification accuracy. (Muñoz-Saavedra et al., 

2022) used a dataset of 100 images for automatic diagnosis of monkeypox using 5 individual CNN 

models and 3 different ensemble models. As a result of the experimental studies, the Ensemble 3 

(ResNet50 + EfficientNet-B0 + MobileNet-V2) model achieved a 98% classification accuracy.  

In this study, the pre-trained VGG-19, VGG-16, MobileNet V2, GoogLeNet, and EfficientNet-

B0 CNN models were used for monkeypox diagnosis. The experiments were performed on both the 

augmented and original datasets. As a result of the experiments, MobileNet V2 achieved the highest 

classification accuracy for the augmented data, and VGG-19 for the original data. 

The rest of the paper is organised as: Section 2 presents the material and method. In section 3, 

experimental results that include performance criteria and comparison results. Section 4 is conclusion 

that explaines the results. 

MATERIALS AND METHODS 

Dataset 

This study uses the monkeypox 2022 remastered (Kaggle, 2022) dataset, which was created for 

the diagnosis of monkeypox and contains images of cowpox, chickenpox, measles, and smallpox, in 

addition to monkeypox.  

 

Figure 1. Example images of skin lesions from dataset 
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The dataset contains data filed in two different formats: preprocessed_original_images and 

augmented_images. preprocessed_original_images file contains the original unprocessed images, 

whereas augmented_images file contains the augmented data. augmented_images file contains 8722 

chickenpox, 2646 cowpox, 2450 healthy, 2303 measles, 7840 monkeypox and 17542 smallpox images. 

preprocessed_original_images file contains 178 chickenpox, 54 cowpox, 50 healthy, 47 measles, 160 

monkeypox, and 358 smallpox images. Both augmented data and raw original data were used in this 

study. Figure 1 shows a few examples of this dataset. 

The sizes of the images in preprocessed_original_images file are different from each other; 

therefore, they are not suitable for training. For this reason, the images in this file were processed and 

converted to 224×224x3 pixels to make them suitable for the models to be applied. The images in both 

files were used during the training and validation phases. The training and validation data were split 

into 80% and 20%, respectively. The details regarding the number of images are presented in Table 1. 

Table 1. Distribution of image classes  

Pre-Trained CNN Models 

CNN models are generally deep neural networks used for image classification. In addition, they 

can perform classifications by inferring audio and numerical data. Many CNN architectures have been 

proposed in the literature. In this study, five of the most widely used CNN architectures were selected. 

These architectures were VGG-19, VGG-16, MobileNet V2, GoogLeNet, and EfficientNet-B0. 

GoogLeNet is a CNN network with 22 layers deep Inception architecture. The input layer accepts a 

224x224x3 image. Because it was trained on the ImageNet dataset, it has an output layer with 1000 

classes. MobileNet V2 is a convolutional neural network architecture designed to perform well on 

mobile devices with 53 layer depth. The architecture has 32 convolution layers, followed by 19 

residual bottleneck layers. It has 224x224x3 input and 1000 class output layers. EfficientNet-B0 is a 

CNN network designed for image classification with a depth of 82 layers and trained with millions of 

data.  The main advantage of this architecture over other architectures is that it uses a set of constant 

scaling coefficients to scale all dimensions of depth, width, and resolution equally. By default, 

EfficientNet-B0 has 224x224x3 input layers and 1000 class output layers. VGG-16 and VGG-19 were 

named based on their layer depths. VGG-16 and VGG-19 have layer depths of 16 and 19, respectively. 

The most important features of these two architectures are their low filter and pooling sizes. They have 

an input layer of 224x224x3 and an output layer of 1000 classes. Table 2 lists the characteristics of 

these architectures. 

Table 2. Features of the pretrained CNN models 

Class 
Original 

İmages 

Train  

(80%) 

Validation  

(20%) 

Augmented 

İmages 

Train  

(80%) 

Validation  

(20%) 

Chickenpox 178 142 36 8722 6978 1744 

Cowpox 54 43 11 2646 2116 530 

Measles 47 37 10 2303 1843 460 

Monkeypox 160 128 32 7840 6272 1568 

Smallpox 358 286 72 17542 14034 3508 

Healthy 50 40 10 2450 1960 490 

Total 847 676 171 41503 33203 8300 

Model Depth Parameters (Millions) Image Input Size 

VGG-16 16 138 224x224x3 

VGG-19 19 144 224x224x3 

EfficientNet-B0 82 5.3 224x224x3 

MobileNet V2 53 3.5 224x224x3 

GoogLeNet 22 7 224x224x3 
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Method 

There are many pretrained CNN models in the literature that are used to classify images for 

various reasons. In this study, pretrained models that have 224x224 input size were chosen to classify 

skin lesion images. These models were VGG-16, VGG-19 (Simonyan and Zisserman, 2014), 

EfficientNet-B0 (Tan and Le, 2019),  GoogLeNet (Krizhevsky, 2014), and MobileNet V2 (Sandler et 

al., 2018). These models have output layers with 1000 classes. Therefore, before the training phase the 

output layers of the models were replaced with the output layers with 6 classes. 

 
Figure 2. Schematic presentation of the method 

Figure 2 clearly illustrates the methodology applied. The dataset is described in detail in the 

previous section. The images in the augmented_images folder are 224x224x3 in size to be applied to 

the models. However, because the images in the preprocessed_original_images folder were of different 

sizes, they were preprocessed and resized to 224x224x3 pixels before being fed to the models. The 

processed images were divided into training (80%) and validation (20%). The models were semi-

trained separately for the original and augmented datasets. Five different CNN models were used for 

training. Information about these CNN models were given in the previous section. Each model was 

trained for two separate processed data sets and classification results were obtained. To evaluate the 

training performance of the models, they were validated with validation data, and the results are 

presented in detail in the next section. 

RESULTS AND DISCUSSION 

 In this section, results are presented. In the experimental studies, the deep learning library was 

implemented using MATLAB 2022b software. The computer's technical specifications for use in the 

experiments are as follows: Intel(R) Core (TM) i5-8400 CPU @ 2.80GHz (6 CPUs), 2.8GHz, 16 GB 

RAM, and GPU NVIDIA GeForce GTX 1080 Ti with 11 GB memory. 

Performance Criteria 

The model performances were evaluated using the validation results with the help of certain 

performance criteria. Accuracy, precision, recall, F1-score and AUC values were used as performance 

criteria. These values were obtained using confusion matrices. The formulas for the employed metrics 

are shown in equations (1) – (5). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
𝑥100 

(1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(2) 
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𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(3) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 

(4) 

𝐴𝑈𝐶 =
∑𝑟𝑖 (𝑥𝑝) − 𝑥𝑝(𝑥𝑝 + 1)/2

𝑥𝑝 + 𝑥𝑛
 

(5) 

where, 𝑇𝑃 is True Positive, 𝑇𝑁 is True Negative, 𝐹𝑃 is False Positive and 𝐹𝑁 is False Negative. 

𝑥𝑝 and 𝑥𝑛 represent positive and negative samples of data respectively, 𝑟𝑖 represents the rating of the 

ith positive sample.  The results are shown in Tables 3 - 4. 

Comparison Results 

This section presents the results obtained from experimental studies. The performance metrics 

described in the previous section were used to compare the model performance. To do this, confusion 

matrices obtained from the validation phases after the training phases of the models were used. The 

TP, TN, FP, and FN values obtained for each class using confusion matrices were used to calculate the 

performance metrics. The confusion matrices obtained from the original and augmented data are 

shown in Figures 3, 4, 5 and 6 respectively. 
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Figure 3. Confusion matrices and ROC curves of models for augmented data (a) 
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Figure 3. Confusion matrices and ROC curves of models for augmented data (a) (Continued) 
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Figure 4. Confusion matrices and ROC curves of models for augmented data (b) 
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Figure 5. Confusion matrices and ROC curves of models for original data (a)  
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Figure 5. Confusion matrices and ROC curves of models for original data (a) (Continued) 
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Figure 6. Confusion matrices and ROC curves of models for original data (b) 
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After obtaining the confusion matrices and ROC curves, the performance metrics mentioned in 

the previous section were calculated using the confusion matrices. Table 3 shows the results obtained 

from the augmented data and Table 4 shows the results obtained from the original data. 

Table 3. Performance metrics for augmented data 

As seen in Table 3, it is observed that the values obtained from the augmented data are higher. 

Looking at the values obtained, it is seen that MobileNet V2 network with 99.25% accuracy shows the 

highest performance. This is followed by EfficientNet-B0 and GoogLeNet. VGG-16 and VGG-19 

were below 99% and achieved accuracies of 97.94% and 98.94% respectively. 

Table 4. Performance metrics for original data 

Table 4 presents the performance metrics derived from the original data. It is clear that the values 

in Table 4 are lower than the values in Table 3. Since the number of images in the original data is 

small, the CNN networks could not learn sufficiently, and therefore, the values obtained were lower. 

According to the table, VGG-19 had the best classification performance with 78.82% accuracy, and 

GoogLeNet had the lowest classification performance with 70% accuracy. Between these two models 

are EfficientNet-B0 (78.88%), MobileNet V2 (71.76%) and VGG-16 (71.35%), respectively. 

CONCLUSION 

As cases of monkeypox increase, the diagnosis and identification of the disease is becoming 

increasingly important. The fact that pox diseases show similar symptoms and the lesions on the body 

are similar to each other can negatively affect the diagnostic process. Therefore, researchers have been 

working on artificial intelligence-based computer-aided systems to help experts in the diagnosis 

process and to provide at least an idea during diagnosis. In this way, the diagnosis time is minimized, 

and diagnosis can be made more easily. Deep learning is at the forefront of AI-based computer-aided 

systems. CNN models, which are among the deep learning methods, have been very successful in 

making inferences from images. Therefore, in this study, monkeypox and other smallpox diseases were 

diagnosed using pretrained CNN models. GoogLeNet, EfficientNet-B0, MobileNet V2, VGG-16, and 

VGG-19 models were used as pre-trained CNN models. These models have a 224x224x3 input layer 

and an output layer with 1000 classes. Because six classes were used in the dataset, the output layers 

were revised and replaced with a 6-class layer. There were two different files in the dataset. One of 

these files contains the original data, whereas the other file contains augmented data. In this study, the 

data from both files were used separately for training and validation. As a result of the training and 

validation, Figures 3 and 4 show the confusion matrices and ROC curves obtained from the augmented 

data, whereas Figures 5 and 6 show the confusion matrices and ROC curves obtained from the original 

data. The confusion matrices were used to calculate the performance metrics needed to compare the 

Model Accuracy Precision Recall F1 Score AUC 

VGG-16 0.9794 0.9809 0.9861 0.9832 0.9995 

VGG-19 0.9894 0.9838 0.9902 0.9869 0.9998 

EfficientNet-B0 0.9917 0.9895 0.9909 0.9902 0.9998 

MobileNet V2 0.9925 0.9929 0.9907 0.9918 0.9999 

GoogLeNet 0.991 0.9924 0.9892 0.9908 0.9998 

Model Accuracy Precision Recall F1 Score AUC 

VGG-16 0.7135 0.7147 0.6635 0.6824 0.8733 

VGG-19 0.7882 0.7919 0.7844 0.787 0.916 

EfficientNet-B0 0.7588 0.77823 0.6672 0.7072 0.9172 

MobileNet V2 0.7176 0.7033 0.6301 0.6561 0.8972 

GoogLeNet 0.7 0.6929 0.6239 0.6485 0.8834 
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model performances. Tables 3 and 4 show the performance metrics of all the models. According to 

these values, MobileNet V2 with augmented data achieved the highest classification accuracy of 

99.25% and VGG-19 with the original data achieved the highest classification accuracy of 78.82%. 
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