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ABSTRACT: The purpose of this study is that using different deep learning models for classification of 14 

different animals. Deep Learning, an area of artificial intelligence, has been used in a wide range of recent 

years. Especially, it using in advanced level of image processing, voice recognition and natural language 

processing fields. One of the most important reasons for using a large field in image analysis is that it performs 

the feature extraction itself on the image and gives high accuracy results. It performs learning by creating at 

different levels representations for each image. Unlike other machine learning methods, there is no need of an 

expert for feature extraction on the images. Convolution Neural Network (CNN), which is the basic architecture 

of deep learning models, consists of different layers. These are Convolution Layer, ReLu Layer, Pooling Layer 

and Full Connected Layer. Deep learning models are designed using different numbers of these layers. AlexNet 

and VggNet models are used for classified of 14 different animals. These animals are Horse, Camel, Cow, Goat, 

Sheep, Wolf, Dog, Cat, Deer, Pig, Bear, Leopard, Elephant and Kangaroo respectively. Animals that are most 

likely to encounter when during driving road were selected. Because thinking this work to be a preliminary 

work for the control of autonomous vehicle driving. The images of animals are collected in color (RGB) on the 

internet. In order to increase the data diversity, images were also taken from the ready data sets. A total of 150 

images were collected with 125 training and 25 test data for each animal. Two different data sets have been 

created, with each image having dimensions of 224x224 and 227x227. As a result of the study, the classification 

of the animals was realized with %91.2 accuracy with VggNet and %67.65 with AlexNet. The high error rate 

in AlexNet is due to the small number of layers in the network and the high selection of parameter values. For 

example, the filter size in the convolution layer in AlexNet architecture is 11x11 and the number of stride is 4. 

This situation causes data loss in transferring the information to the next layer. In contrast, VggNet has a filter 

size of 3x3 and a number of steps of 1, there is no data loss in the transfer to the next layer. 

Keywords : AlexNet, CNN, Classification of Animals, Deep Learning, VggNet 

 

1. Introduction  

Image classification is the process of assigning one or more labels to an image according to 

based on a content. This is the standard supervised learning problems. The purpose of this 

problem is to train the system with a training set consisting of labeled images and then 

guessing image label when a new image is given. In the past, large-scale image classification 

in the field of computer vision and machine learning has received intense interest(Bengio et 

al., 2010; Deng et al., 2010; Deng et al., 2011; Lin et al., 2011; Rohrbach et al., 2011; Sánchez 

and Perronnin, 2011). Studies on image classification have gained a different dimension with 

the introduction of Deep Learning. Deep Learning is a subdivision of artificial intelligence 

and became popular in 2012. The ImageNet Large Scale Visual Recognition Challenge 

(ILSVRC-2012)  competition was won by AlexNet (Krizhevsky et al., 2012), a deep learning 

model, which has been a tremendous success in object classification. It achieved a winning 

top-5 test error rate of %15.3, compared to %26.2 achieved by the second-best entry.  
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Deep learning models(Bengio et al., 2013; Girshick, 2015; Girshick et al., 2014; He et al., 

2016; Krizhevsky et al., 2012; Le, 2013; Ren et al., 2017; Simonyan and Zisserman, 2014; 

Szegedy et al., 2015; Zeiler and Fergus, 2014)  discover the feature of images from raw data. 

In general, the first layers of these architectures consist of the convolution(Jarrett et al., 2009; 

LeCun et al., 1990; LeCun et al., 2004), next pooling layer, next fully connected layer and 

the latest classification layer. Because of their high performance in image classification, deep 

nets are used for voice recognition (Amodei et al., 2016; Bahdanau et al., 2016; Graves et 

al., 2013; Hinton et al., 2012), natural language processing (Hermann et al., 2015; Jozefowicz 

et al., 2016; Lample et al., 2016; Luong et al., 2015), robotics (Lenz et al., 2015; Levine et 

al., 2016) and object detection (Long et al., 2015; Redmon et al., 2016; Ren et al., 2015). 

 

In the case of autonomous vehicle driving, it is very important for the vehicle to perceive the 

objects in the outdoor environment. In particular, in order to avoid crashing into a possible 

object while driving, it is necessary to perceive the object and maneuver according to the 

situation. In this study, 14 different groups of animals were classified. In this way, it was 

tried to detect the animals that would be in front of the vehicles while driving. Thus, object 

identification and classification, which are the basic logic of autonomous control systems, 

have been done. 

 

The structure of this study is as follows: Section 2 describes VggNet, AlexNet and Data Set. 

In Section 3, the experimental work done with VggNet and AlexNet model is explained. 

Finally, Section 4 describes the conclusion. 

 

2. Material and Methods  

A. AlexNet 

 

The first study of Deep Learning relies on Yann LeCun's study of document 

recognition(Lecun et al., 1998). However, Deep Learning has been widely heard with 

ImageNet competition at 2012. Because, for the first time in 2012, the error rate in the visual 

object classification has dropped sharply (Figure 1). When we look at Figure 1, the error rate 

in 2011 was 26.2%, but in 2012 it dropped to 15.3%. This success has been achieved with 

AlexNet(Krizhevsky et al., 2012).  
 

 

Figure 1: The Top-5 Error Rate according to Years. Error rate has been rapidly reducing since the introduction 

of deep neural networks in 2012 (devblogs.nvidia.com, 2016). 
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The AlexNet model is given in Figure 2. This model is designed to classify 1000 objects. 

The filter size is 11x11 and the number of stride is 4. The first convolution layer has 96 

filters. The input layer image size is 224x224x3. 

 

 

Figure 2. Layer Structure of AlexNet Model(Krizhevsky et al., 2012). 

 

B. VggNet 

 

VggNet is a deep learning model designed by Karen Simonyan and Andrew Zisserman 

(Simonyan and Zisserman, 2014). The model has been the winner ImageNet competition 

with a 7.3% error rate at the 2014. Its basic layer structure is similar to the 

AlexNet(Krizhevsky et al., 2012) model. VggNet model is important because of it is deeper 

than previous models. Thus, VggNet has reinforced the idea that deep learning networks 

should have a deep layer of network for the study of the hierarchical representation of visual 

data. The model filter size is 3x3 and the stride is 1. The loss of information has been removed 

from the previous layer to the next layer with the number of stride being 1. The model is 

given in Figure 3.  It has 6 different architecture of VggNet in Figure 4. The configuration D 

(VggNet-16) produced best result. 

 

 

Figure 3. VggNet Model Architecture(Heuritech, 2018). 
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Figure 4. Different Architecture of VggNet Model (Deshpande, 2018). 

 

C. Data Set 

 

In this study, a new dataset was created for the classification of 14 different animals. These 

animals are; Horse, Camel, Cow, Goat, Sheep, Wolf, Dog, Cat, Deer, Pig, Bear, Leopard, 

Elephant, Kangaroo. Images of each animal are collected on the internet in the form of color 

(RGB). In order to increase the diversity of data, images were taken from STL-10 

dataset(Coates et al., 2011).  A total of 150 images were collected for each animal. The 

dataset consists of a total of 2100 images. For training %90 of these images were used and 

the remaining %10 were used for testing. Two different data sets have been created, with 

each input image size of 224x224 and 227x227. The classes of the prepared dataset are given 

in Figure 5. 
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Figure 5. The Classes of Dataset 

The flow diagram of the studies of paper is given in Figure 6. Each step in Figure 6 is given 

below. 

 

    1. First of all the pictures of all the animals collected from the internet 

    2. Image pre-processing such as cropping, shifting, mirroring on the collected images was 

performed. 

    3. Create datasets in 224x224x3 and 227x227x3 image dimensions 

    4. Update AlexNet and VggNet models according to the number of classes 

    5. These models were trained and tested 

 

 

Figure 6. The Flow Diagram of the Method 
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3. Experimental Studies  

 

In the experimental work, Intel Core i7 7700HQ 2.8GHz processor, 16GB Ram and GeForce 

GTX1050 graphics card were used. Applications have been made on Matlab R2017a 64bt 

(win64). In the classification of animals belonging to 14 different classes, VggNet was %91.2 

and AlexNet was %67.65 accurate.  The following formula is used for calculate of accuracy. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑛

𝑁
𝑥100 (1) 

Where n is true classification number of test images and N is total number of test images. 

The confusion matrix for the classification of animals by using AlexNet is given in Table 1. 

Looking at Table 1, the classes at the top are model predicted, while the classes at the left are 

actual classes. Confusion matrix for classification of animals with VggNet was presented in 

Table 2. In Table 3, explanations of the classes in the confusion matrix are given. 

 

In Table 1, AlexNet is misclassification Leopard (Num. 14) as wolf with %10 error, whereas 

VggNet classified of Leopard as %100 accuracy in Table 2. Similarly, in Table 1, AlexNet are 

classified of Kangaroo (Num. 8) as %78 accuracy, while in Table 2 it is classified as %100 

accuracy with VggNet. 
 

Table 1. Confusion Matrix for Classification with AlexNet 

  PREDICT 

 

Num. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

A
C

T
U

A
L

 

1 0,64 0 0 0 0 0 0,14 0 0,05 0 0,09 0,05 0,05 0 

2 0 1 0 0 0 0 0 0 0 0 0 0 0 0 

3 0 0 0,8 0 0 0 0,13 0 0 0 0,07 0 0 0 

4 0 0,06 0 0,6 0 0,1 0 0 0 0,06 0,06 0,06 0 0 

5 0 0,07 0,07 0 0,73 0,1 0 0 0 0 0 0,07 0 0 

6 0 0 0 0 0,07 0,7 0 0,13 0,07 0 0,07 0 0 0 

7 0 0,05 0 0 0 0,1 0,5 0,05 0,05 0,15 0 0,05 0,05 0 

8 0 0 0 0 0,06 0,1 0 0,78 0 0 0,11 0 0 0 

9 0,13 0 0,06 0 0 0 0 0,06 0,63 0,06 0 0,06 0 0 

10 0 0 0 0 0 0 0 0 0,07 0,79 0 0,07 0,07 0 

11 0,06 0 0,06 0,1 0,06 0,1 0 0,18 0,06 0 0,41 0,06 0 0 

12 0 0,11 0 0 0 0,1 0 0 0 0 0 0,67 0,11 0 

13 0 0,08 0 0,1 0 0 0 0,08 0 0,17 0 0 0,58 0 

14 0 0 0 0 0 0 0 0 0 0 0 0 0,1 0,9 

 

Table 2. Confusion Matrix for Classification with VggNet 

  PREDICT 

 

Num. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

A
C

T
U

A
L

 

1 0,92 0 0,08 0 0 0 0 0 0 0 0 0 0 0 

2 0 1 0 0 0 0 0 0 0 0 0 0 0 0 

3 0 0,07 0,87 0 0,07 0 0 0 0 0 0 0 0 0 

4 0 0 0 0,9 0 0 0 0 0 0 0,06 0,06 0 0 

5 0 0 0 0 0,93 0 0 0 0 0 0 0 0 0,07 

6 0 0 0,13 0 0 0,8 0 0 0 0,06 0 0 0 0 

7 0 0 0 0 0 0,1 0,82 0 0,09 0 0 0 0 0 

8 0 0 0 0 0 0 0 1 0 0 0 0 0 0 

9 0 0 0 0 0,06 0 0,11 0 0,83 0 0 0 0 0 

10 0 0 0 0 0 0 0 0,06 0 0,94 0 0 0 0 

11 0 0,07 0 0 0 0 0 0 0 0 0,93 0 0 0 

12 0 0 0 0 0 0 0 0 0 0,07 0 0,93 0 0 

13 0 0 0 0,1 0 0 0 0 0 0 0 0 0,93 0 

14 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
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Table 3. Classes in the Confusion Matrix 

Num. Class Num. Class Num. Class Num. Class 

1 Horse 5 Elephant 9 Goat 13 Wolf 

2 Bear 6 Deer 10 Cat 14 Leopard 

3 Camel 7 Cow 11 Dog   

4 Pig 8 Kangaroo 12 Sheep   

 

4. Conclusion  

 
In this study, VggNet model and AlexNet model from Deep Learning Models were used for 

animal classification. A new data set was created for the classification of animals. As a result 

of the study, the classification of the animals was realized with %91.2 accuracy with VggNet 

and %67.65 accuracy with AlexNet. The high error rate in AlexNet is due to the small 

number of layers in the network and the high selection of parameter values. For example, the 

filter size in the convolution layer in AlexNet architecture is 11x11 and the stride is 4. This 

number of stride causes data loss for next layers. In contrast, VggNet has 3x3 filter size and 

1 stride, so there is no data loss in the next layer transfer. 

 

Deep learning models are usually training with big datasets and results are obtained. 

However, in this study, it was seen that few data sets achieved  a remarkable achievement. 
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